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ABSTRACT: Mineral growth and dissolution are often
treated as occurring via a single reversible process that
governs the rate of reaction. We show that multiple distinct
intermediate states can occur during both growth and
dissolution. Specifically, we used metadynamics, a method
for efficiently exploring the free-energy landscape of a
system, coupled to umbrella sampling and reactive flux
calculations to examine the mechanism and rates of attach-
ment and detachment of a barium ion onto a stepped barite
(BaSO,) surface. The activation energies calculated for the
rate-limiting reactions, which are different for attachment
and detachment, precisely match those measured experi-
mentally during both growth and dissolution. These results
can potentially explain anomalous non-steady-state mineral
reaction rates observed experimentally and will enable the
design of more efficient growth inhibitors and facilitate an
understanding of the effect of impurities.

he ability to predict and control rates of reaction, impurity

content, and morphologies of minerals and materials is
applicable to diverse problems such as contaminant remediation,
watershed and aquifer chemistry, new material design, and scale
formation during oil, gas, and geothermal energy production.
This has driven extensive research on the reaction mechanisms
controlling the rates of growth and dissolution processes. While
it is recognized that multiple bonds must break or form during
growth and dissolution, these reactions have been treated in a
practical sense as occurring via a single process with no inter-
mediate species. That is, dissolved aqueous ions are treated as
directly precipitating as the bulk mineral phase and vice versa
dissolution, as in the following reaction written for barite:

BaSO,(s) == Ba’*(aq) + SO4* (aq) (1)

Research on growth and dissolution has made substantial
progress in identifying which surface structures on a solid are
important, but a quantitative correlation between a specific rate-
limiting chemical reaction and the net rate has been difficult to
establish. Recent work has focused on atomistic computational
techniques because of their ability to isolate specific reactions
of interest. The challenges in using these techniques to obtain
accurate rates and mechanisms are that the processes involved
are often infrequent relative to the amount of time that can be
practically simulated (rare events) and that it is necessary to
account fully for the effect of the solvent and crystal structure on
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the interfacial reactions (many atoms). While coarse-grained
approaches such as kinetic Monte Carlo can extend the range of
length and time scales accessible to simulation, they still require
accurate knowledge of the rate constants as input. These issues
have led to computational estimates of crystal growth and dissolution
reactions that differ from experiment by multiple orders of magnitude
in just the activation energy alone, much less the rate."” Rare-event
theories such as metadynamics® and reactive flux* have been used to
model ion-pair formation, water <>_xche1nge,6_8 and adsorption reac-
tions,” making them potentially suitable for application to growth and
dissolution. Free energies of attachment/detachment of ions to
surfaces have sometimes been simulated as well.'"~'* In the present
work, we have applied rare-event theories to mineral growth and
dissolution and found that these processes do not necessarily
consist of a single reaction but can include multiple intermediate
species whose reactivity is not readily intuitable.

We examined barite both as a model compound to understand
mineral reactions generally and because of the numerous in-
stances where the ability to control and predict its growth and
dissolution would be beneficial. For example, barite is the dominant
scale-forming mineral in oil wells and reservoirs in the North Sea:
the economic impact of scale formation on oil production
worldwide has been estimated to be US $1.4 billion per year."
Barite is also able to incorporate metals such as radium into its
crystal structure.'® This is important due to the potential to
immobilize contaminants through engineered growth of a mineral."”
Lastly, barite dissolution rates display minimal pH dependence
under circumneutral conditions, suggesting that dissociation of
water plays a limited role."® This enables the application of classical
Molecular Dynamics simulations with nondissociative potentials.

The addition or removal of the first ion to or from a monomolecular
“step” (a dislocation in the continuity of a planar surface, as depicted in
Figure 1) is a process known as “kink-site nucleation”. This has been
proposed to limit growth or dissolution near equilibrium on mat-
erials that sharply follow crystallographic orientations at the molecular
level'® On barite, steps achieve maximum growth rates under
solutions containing excess barium, suggesting that attachment
of barium ions is rate-limiting in solutions containing stoichio-
metric amounts of barium and sulfate.”® We therefore simulated the
kink-site nucleation reaction for a barium ion adsorbed to a step
aligned parallel to the [120] crystallographic direction, the
dominant orientation found on barite {001} surfaces.

Technical details are listed in the Supporting Information (SI).
Briefly, metadynamics is a technique that allows for fast exploration
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Figure 1. Metadynamics simulation of barium detachment from a
monomolecular barite [120] step. Barium atoms are green, sulfate ions
ochre (sulfur) and blue (oxygen), oxygens of water red, and hydrogens
gray. (a) View along the [120] direction. The step-edge is in the middle,
with terraces to the right and left. (b) View of the same image perpen-
dicular to [120]. The colored areas are isosurfaces representing the free
energies of various states relative to the starting configuration (the
purple area closest to the lower terrace). The scale is 0—10 kJ/mol for
purple, 10—17 kJ/mol for green, and 17—46 k] /mol for red. The curved
black arrows denote the reactions that are necessary prior to the breaking
of all the bonds between the ion and the mineral surface.

of the free-energy landscape (surface). It is based on the choice of
one or more reaction coordinates (called collective variables) and a
penaltgf potential that forces the system to explore new regions of
space.” Because of the low symmetry of the step edge, it was
determined that three collective variables (the barium coordinates in
%, ¥, and z) were necessary to determine the reaction mechanism
unambiguously. Since achieving convergence could be extremely
time-consuming, we used metadynamics to explore the reaction
mechanism and a sequence of umbrella sampling calculations to
obtain the free-energy surface.”"** This derived surface can be used
to calculate a transition-state theory (TST) rate constant (krgr).
Next, we used the reactive flux method to perform stochastic
sampling of the number of barrier recrossings from the transition
state to calculate the transmission coefficient, x.* The net rate
constant for a reaction, k, is the product of krst and x.

The results of the metadynamics simulations are shown in
Figure 1 and presented as an animation in the SI (for the purpose
of clarity, all water molecules except for those coordinating the
dissolving barium ion have been omitted, although the surface was
fully solvated). The starting configuration is the purple area
closest to the lower terrace of the barite {001}. The higher-energy
isosurfaces (green, then red) form saddle points between the
lower-energy states (purple). Each saddle point indicates a
transition state, and signify that the reaction is complex, passing
through multiple energetically and structurally distinct inter-
mediate states prior to dissolution. The composite free-energy
surface derived from the umbrella sampling simulations is shown
in Figure 2a (the individual sections are shown in Figure S1 in the
SI). Each Valley to-peak energy difference is the free energy of
activation (AA") for a reaction. These vary substantially: some
reactions have AA* values of little more than thermal energy (2.5
kJ/mol at 300 K), whereas others have much larger values.
Starting from the initial state, where the adsorbed barium forms
five bonds to three sulfates on the step edge (Figure 3a), the
system must pass through a +17 kJ/mol barrier. The bonds
between the adsorbed barium and one of the sulfates on the
lower terrace break, and the remaining two sulfates rotate in
place to form the first intermediate, a bidentate arrangement
(Figure 3b). From there, the system overcomes a small barrier
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Figure 2. Results of umbrella sampling and reactive flux calculation. (a) Com-
posite free-energy surface assembled from three separate free-energy surfaces
(denoted by color; each is shown mleldua]ly in Figure S1). The system
includes four separate transition states (peaks r';_4) between five energetically
distinct species (valleys, each labeled with the name of the corresponding state).
(b) Transmission coefficients for the four transition states. These describe the
fraction of recrossings that occur at each transition state in (a).
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Figure 3. Structures of the stable states determined from the metady-
namics and reactive flux calculations. Coloring of atoms is the same as in
Figure 1. (a) Kink site, where the barium makes five bonds to three surface
sulfates. (b) The first intermediate is a bidentate arrangement, where the
departing barium makes two bonds, one to each of two surface sulfates. (c)
An inner-sphere adsorbed species, involving only one bond to a surface
sulfate, is then formed. This is the most stable species. (d) Immediately prior
to completely dissolving, the last bond between the barium and the surface is
broken, forming an outer-sphere adsorbed species.

a)

(AA* = +8 kJ/mol) wherein the bond between the adsorbed
barium ion and the remaining sulfate on the lower terrace is
broken, forming a monodentate complex (Figure 3c). We will
use the classical geochemical terminology and refer to this as an
“inner-sphere” adsorbed species. The system then must climb a
large barrier (AA* = +41 kJ/mol) to break the final bond to the
surface to form an fully solvated “outer-sphere” adsorbed species
(Figure 3d). This is followed by facile (AA = +5 kJ/mol)
detachment of the ion into the bulk solution, completing the
dissolution. The attachment reaction can be taken as the reverse
of the above (i.e., going from the surface to dissolved species to kink
site). It has previously been shown that preadsorption of sulfate
significantly enhances the rate of barium attachment to planar
surfaces.'” Here, it appears that the sulfate within the step edge
that coordinates the attaching/detaching barium in the inner-sphere
complex (Figure 3c) plays this role.
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Table 1. Rate and Equilibrium Constants at 300 K*

AA¢
reaction krsr (s™')  k(s7')  (J/mol) x  logK

kink = bidentate  det. 1.9 x 10° 2.3 x 10° 17 012 —2.0
att. 2.0x 10" 2.4 x10"

bidentate = IS4, det. 5.4 x 10" 2.4 x 10° 0.045 +3.4
att. 2.3 x 107 1.0 x 10° 27

IS.4s = OS,4s det. 1.3 x10° 2.2 x 10* 41 017 —46
att. 54x10° 92x10° 12

08,45 = dissolved det. 5.4 x10° 9.2 x 107 5 0.017 —0.15
att. 7.5x10° 1.3 x10° 3

overall —-34

“1S.qs and OS,4 are the inner-sphere adsorbed and outer-sphere
adsorbed species. “att.” and “det.” stand for attachment and detachment,
respectively. The rate-limiting reactions for detachment and attachment
are highlighted in bold.

The rate-limiting reaction for detachment is the change of the
ion from the i inner- -sphere to the outer-sphere adsorbed species,
for which AA¥ = +41 kJ/mol (Figure 2a). This result is surprising,
since for mineral surface reactions one might assume a priori that
breaking the first bond(s) to the surface would be rate-limiting
because that is where the surface species is most constrained in its
flexibility and where surface bonds are least available for attack by
water. Our results demonstrate that for barite, breaking the last
bond to the surface limits the rate. Additionally, the reverse is not
true: formation of the first bond is not rate-limiting for attach-
ment, nor is it the same reaction that limits the rate of detach-
ment. The rate-limiting reaction for attachment is found to be the
conversion of the lnner-sphere adsorbed species to the bidentate
species, for which AA¥ = 127 kJ/mol. Since the rate-limiting
reaction for both attachment and detachment involves escape of
the ion from the inner-sphere adsorbed species, the model favors
this species over all others. Although this state has the lowest
energy in Figure 2a, it should be remembered that this is relative
to those sampled, with the bulk and flat surface being lower again.
It is these more stable states that ultimately drive the net growth
or dissolution of the system.

The values of K, ktst, and k for each reaction are shown in
Table 1. For the transmission coefficient (Figure 2b), there is
a rough correlation between its magnitude and AA*: the smaller
AA¥ is in either the forward or reverse direction, the smaller the
value of k. This can be understood by recognizing that x
represents the degree of barrier recrossing.” In general, a small
energetic barrier in the forward or reverse direction leads to a
large number of recrossings and thus a reduction in the transmis-
sion coefficient. However, the overall rate constant is still large
for these reactions, since krgr is large. The range of the rate
constants at 300 K spans nearly 6 orders of magnitude, with a
ceiling for reactions that are diffusion limited (k = 10°—10" s 1).
This complex reactivity can be analyzed through numerical simula-
tion to probe its relaxation time, that is, the time required for the
concentration of the product to reach 1/e times its equilibrium
value. The relaxation time of the system simulated here was 0.5 us,
assuming a batch reactor equilibrating with a fixed concentration of
barite (data shown in Figure S2). The rate of dissolution during this
equilibration does not asymptotically decay to zero but instead
rapidly increases to a maximum, which is followed by a slow decay.
This pattern of reactivity has been observed experimentally for barite
nanoparticles in aqueous solutions, but on a time scale of hours.”
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Figure 4. Arrhenius plots for the rate-limiting reactions for detachment
and attachment. The activation energies for attachment and detachment
match the experimental estimates of the activation energies for step
growth and dissolution, respectively. Error bars are £30% of the rate
constant, as derived from ref 26.

We simulated the temperature dependence of the rate-limiting
reactions for detachment and attachment and created an Ar-
rhenius plot for k (ie, In k vs 1/T) (Figure 4; individual
calculations at the various temperatures are shown in Figure
S1). We calculated only the temperature dependence of the
rate-limiting reactions because of practical restraints on simula-
tion time, but these ought to reflect the activation energies
measured under steady-state conditions. The Arrhenius activa-
tion energy for the rate-limiting detachment reaction is 34 & 4
kJ/mol, which is identical to the experimentally measured
activation energy for dissolution of the [120] step edge observed
microscopically.”* The exact agreement between the experimen-
tal and computational estimates strongly suggests that this study
has accurately captured the rate-limiting reaction for dissolution.
Furthermore, this remarkable consistency supports the assertion
that multiple reactions occur during mineral growth and dissolu-
tion. Since the rate-limiting reaction for detachment is the
breaking of the last bond to the surface, the starting structure
used here does not necessarily need to be correct. That is, during
dissolution of a material whose steps strongly follow crystal-
lographic directions, one would expect that detachment of the
first ion from an otherwise smooth step would limit the dissolu-
tion rate."” Nucleation of a negative kink site would then be rate-
limiting, as opposed to the detachment from a positive kink site
simulated here. However, it could be the case that detachment of an
inner-sphere adsorbed species is rate-limiting regardless of what
surface structure on the step initiates the dissolution process.

For growth, the experimentally determined activation energy
for [120] step advance is 38 % 5 kJ/mol.>® Our estimate of the
Arrhenius activation energy for the rate-limiting attachment reaction
is 41 £ 13 kJ/mol (Figure 4), again in quantitative agreement with
the experimental result. However, the non-Arrhenius nature of the
calculated activation energy for attachment, produces a large
uncertainty in the estimate. It is likely that there is a shift in the
interfacial water structure with temperature that disproportionately
affects this reaction. That is, this model predicts that an intricate
water structure interacts with the {001} barite surface (which
includes the [120] steps), where oxygens and ?grdrogens of water
coordinate barium and sulfate ions, respectively.”™ The coordination
numbers of barium and sulfate ions are likely to change with
temperature, and this could lead to a reorganization of the interfacial
water, thus creating the non-Arrhenius nature of this reaction.
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The ratio of the integrals of the free-energy surfaces for the
attachment and detachment reactions can be used to calculate
equilibrium constants,”” K (Table 1). The overall equilibrium
constant is the product of the constants for individual reactions:

[Ba”"]

Koverall = K1K2K3I<4 = [kmk]

(2)

Koyeran is 107 >* at 300 K. A value less than unity indicates that the
kink site is energetically favored over the dissolved species. If
differences between activity and concentration are ignored and the
kink site is set as the standard state with a concentration eciual to 1, the
. . . + —34
system predicts an aqueous barium concentration of [Ba*"] = 10
mol/L. Although detachment energies are not known experimentally,
the estimate can be compared to the solubility product of barite,

anp.2+ a 2= (4
Ksp _ Ba (aq) 4804 (q>N[Ba2+]2

(3)

ABaSO, (s)

Since the activity of barite, ag.so,(s), can be set to 1, the solubility
product is approximately equal to the square of the equilibrium
concentration of aqueous barium ion. The experimental estimate of
the K, value is 10 *** at 300 K,*® which yields [Ba®*] ~ 10~ *”
mol/L. It is likely that the discrepancy between the calculated and
experimental estimates is due to the fact that only a single surface site
was simulated here out of many: the experimentally measured net
solubility product may reflect other surface structures or the con-
tribution of sulfate ions.

Beyond the simulation of accurate rates of growth and dissolu-
tion, this work has significant implications for mineral growth and
dissolution generally: the observation of multiple intermediate states
may potentially explain anomalous, non-steady-state reaction rates.
Examples of this effect include dissolution rates that increase to a
maximum and then decay to a steady-state rate**” and dissolu-
tion rates that decay over time and only slowly approach a steady
state.>* 3% If the amount of material found to react anomalously
corresponds to less than a monolayer of material,” this would
suggest that morphology or reactive surface area changes cannot
be the driving force for the anomalous reactivity. Our results
suggest that if an adsorbed species is labile or recalcitrant relative
to the bulk, it will react at a different rate than the mineral surface
itself and produce anomalous dissolution and/or growth beha-
vior. The time scale of this effect will depend on the character of
the material, with covalently bonded materials expected to react
more slowly. Lastly, the design of growth inhibitors®® should
consider the rate-limiting reaction in dissolution. It is clear that a
growth inhibitor that acts by further stabilizing the inner-sphere
adsorbed complex or preventing its formation will have a strong
inhibitory effect on the rate of growth of barite.
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© Ssupporting Information. Detailed accounts of the meth-
odology, equations, simulation parameters, and potentials of
mean force and an animated version of Figure 1 (QT). This
material is available free of charge via the Internet at http://pubs.
acs.org.
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